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Abstract. Currently, despite the widespread use of numerous NoSQL
systems, relational DBMSs remain the basic tool for data processing
in various subject domains. Integration of data mining methods with
relational DBMS is a topical issue since such an approach avoids export-
import bottleneck and provides the end-user with all the built-in DBMS
services. Proprietary parallel DBMSs could be a subject for integration
of data mining methods but they are expensive and oriented to cus-
tom hardware that is difficult to expand. At the same time, open-source
DBMSs are now being a reliable alternative to commercial DBMSs and
could be seen as a subject to encapsulate parallelism. In this study, we
present an approach to fuzzy clustering of very large data sets inside
a PDBMS. Such a PDBMS is obtained by small-scale modifications of
the original source code of an open-source serial DBMS to encapsulate
partitioned parallelism. The experimental evaluation shows that the pro-
posed approach overtakes parallel out-of-DBMS solutions with respect to
export-import overhead.

Keywords: Big Data · Parallel DBMS · PostgreSQL · Fuzzy
clustering

1 Introduction

Currently, despite the widespread use of numerous NoSQL systems, relational
DBMSs remain the basic tool for data processing in various subject domains. To
make sure of this fact, let us take a look to statistics from the DB-Engines.com
portal. At the end of 2019, relational DBMSs kept the last place by popularity
among the data management systems (by their mentions in news feeds, social
and professional networks, etc.) yielding all the NoSQL systems. At the same
time, ranking of the systems above by database model showed that relational
DBMSs take three quarters of the market.

In addition to OLTP and OLAP scenarios, current data intensive applica-
tions should provide data mining abilities. This fact makes the integration of
data mining methods with relational DBMS a topical issue [18]. Indeed, if we
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consider DBMS only as a fast and reliable data repository, we get significant
overhead for export large data volumes outside a DBMS, changing data format,
and import results of analysis back into a DBMS. Moreover, such an integration
provides the end-user with all the built-in DBMS services (query optimization,
data consistency and security, etc.).

Nowadays, Big Data phenomenon demands parallel DBMSs (PDBMSs) to
processing very large databases. Proprietary PDBMSs could be a subject for
integration of data mining methods but they are expensive and oriented to cus-
tom hardware that is difficult to expand. Open-source DBMSs are now being a
reliable alternative to commercial DBMSs but there is a lack of open-source par-
allel DBMSs since the development of such a complex software system is rather
expensive and takes a lot of time.

This paper is a revised and extended version of the invited talk [31]. In the
paper, we present an approach to fuzzy clustering of very large data sets inside a
PDBMS. Such a PDBMS is obtained by small-scale modifications of the original
source code of an open-source serial DBMS to encapsulate partitioned paral-
lelism. The paper is structured as follows. Section 2 contains a short overview
of related work. Section 3 describes a method of encapsulation of partitioned
parallelism into serial DBMS. In Sect. 4, we present fuzzy clustering algorithm
for PDBMS described above. In Sect. 5, we give the results of the experimental
evaluation of our approach. Finally, Sect. 6 summarizes the results obtained and
suggests directions for further research.

2 Related Work

Research on the integration of data analytic methods with relational DBMS
started as far as data mining became full-fledged scientific discipline. First inves-
tigators proposed mining query languages [7,10] and SQL extensions for data
mining [15,29]. There are SQL implementations of algorithms to solve data min-
ing basic problems, namely association rules [26,27], classification [19,25], and
clustering [16,17], as well as graph mining problems [14,21].

The MADlib library [8] provides many data mining methods inside Post-
greSQL. The MADlib exploits user-defined aggregates (UDAs), user-defined
functions (UDFs), and a sparse matrix C library to provide efficient data pro-
cessing on disk and in memory.

The Bismarck system [5] exploits UDFs as a convenient interface for in-
DBMS data mining. The Bismarck supports logistic regression, support vector
machines and other mining methods, which are based on incremental gradient
descent technique.

The DAnA system [13] automatically maps a high-level specification of in-
DBMS analytic queries to the FPGA accelerator. The accelerator implementa-
tion is generated from an UDF, expressed as part of a SQL query in a Python-
embedded Domain-Specific Language. The DAnA supports striders, a special
hardware structures that directly interface with the buffer pool of the DBMS to
extract and clean the data tuples, and pass the data to FPGA.
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This paper extends our previous research as follows. In [23,24], we presented
an approach to encapsulation parallel mining algorithms for many-core accelera-
tors into an open-source DBMS (with PostgreSQL as an example) for small-scale
data sets. In [20,22], we developed a method for encapsulation parallelism into an
open-source DBMS (with PostgreSQL as an example). In this paper, we apply
the resulting PDBMS to fuzzy clustering very large data sets, extending our
previous in-PostgreSQL fuzzy clustering algorithm [16].

3 Encapsulation of Partitioned Parallelism into a Serial
DBMS

3.1 Basic Ideas

Our development is based on the concept of the partitioned parallelism [4], which
assumes the following. Let us consider a computer cluster as a set of alike com-
puters (nodes) connected with high-speed network where each node is equipped
with its own main memory and disk, and has an instance of PDBMS installed.

Each database table is fragmented into a set of horizontal partitions according
to the number of nodes in the cluster, and partitions are distributed across
nodes. The way of partitioning is defined by a fragmentation function (a table
is associated with its own fragmentation function), which takes a tuple of the
table as an input and returns a node where the tuple should be stored. One of
the table attributes is declared as a partitioning attribute to be an argument of
the fragmentation function.

One of the PDBMS instances is declared as a coordinator. A retrieve query
is executed independently by all the PDBMS instances where each instance
processes its own database partition and generates a partial query result, and
then partial results are merged by the coordinator into the resulting table.

Fig. 1. Structure of the Exchange operator

To implement the schema described above, PDBMS engine provides the
Exchange operator [28]. Such an operator is inserted into a serial query plan
and encapsulates all the details related to parallelism. Exchange is a composite
operator (see Fig. 1) with two attributes, namely port and distribution function.
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Port is serial number of the Exchange operator in the query plan to provide
concordance of all the query plans of PDBMS instances. The distribution func-
tion takes a tuple as an input and returns a number of the instance where the
tuple should be processed.

The Split operator computes the distribution function for an input tuple.
If the tuple is to be processed by the current instance, it passed to the Merge
operator. Otherwise, the tuple is passed to the Scatter operator to be sent
to the respective instance. The Gather operator receives tuples from other
instances and passes them to Merge. The Merge operator alternately combines
the tuple streams from Split and Gather.

Exchange provides data transfers in case of queries where tables are joined,
and partitioning attribute of the table(s) does not match to join attribute. Also,
Exchange with distribution function identical to the coordinator number being
inserted into the root of a query plan, provides merging partial results of the
query into the resulting table.

3.2 Implementation with PostgreSQL

Open-source DBMSs are now being a reliable alternative to commercial DBMSs.
In this regard, an idea of obtaining a PDBMS by small-scale modifications of
the original source code of an open-source serial DBMS to encapsulate parti-
tioned parallelism looks promising. PargreSQL [20,22] is an example of PDBMS
implemented on top of PostgreSQL in an above-mentioned way.

Fig. 2. Structure of PargreSQL

Figure 2 depicts module structure of PargreSQL. The original open-source
DBMS is considered as one of PDBMS subsystems. Novel subsystems extend
PargreSQL as follows.
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The par Storage subsystem provides metadata on partitioning in PDBMS
dictionary. In PargreSQL, each table should contain at least one integer column
to be a partitioning attribute. Thus, each CREATE TABLE command should be
ended by the (WITH FRAGATTR=pa) clause to provide the table’s fragmentation
function as pa mod P where pa is partitioning attribute and P is the number of
PDBMS instances.

The par Exchange subsystem implements the Exchange operator described
above. The par Parallelizer subsystem inserts Exchanges into the appropriate
places of a query plan given from PostgreSQL.

The par libpq subsystem is a modified version of the PostgreSQL libpq
library. Being a wrapper over the original PostgreSQL libpq-fe front-end, the
par libpq-fe provides connection of a client to all the PDBMS instances and
replicates a query to each PargreSQL engine.

The par Compat subsystem is a set of C preprocessor macros that change
the original PostgreSQL API calls into the PargreSQL API calls to provide
transparent migration of PostgreSQL applications to PargreSQL.

In the end, resulting parallel DBMS is obtained by modifications that took
less than one per cent of whole source code of PostgreSQL.

4 Fuzzy Clustering Inside a Parallel DBMS

Clustering could be seen as a task of grouping a finite set of objects from finite-
dimensional metric space in such a way that objects in the same group (called
a cluster) are closer (with respect to a chosen distance function) to each other
than to those in other groups (clusters). Hard clustering implies that each object
must belong to a cluster or not. In fuzzy clustering, each object belongs to each
cluster to a certain membership degree. Fuzzy C-means (FCM) [3] is the one of
the most widely used fuzzy clustering algorithm.

Further, in Sect. 4.1, we give notations and definitions regarding FCM, and
in Sect. 4.2, we show in-PDBMS implementation of FCM.

4.1 Notations and Definitions

Let X = {x1, . . . , xn} is a set of objects to be clustered where an object xi ∈ R
d.

Let k ∈ N is the number of clusters where each cluster is identified by a number
from 1 to k. Then C ∈ R

k×d is the matrix of centroids where cj ∈ R
d is center

of a j-th cluster.
Let U ∈ R

n×k is the matrix of memberships where uij ∈ R reflects member-
ship of an object xi to a centroid cj and the following holds:

∀ i, j uij ∈ [0; 1], ∀ i

k∑

j=1

uij = 1. (1)
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The objective function JFCM is defined as follows:

JFCM (X, k,m) =
n∑

i=1

k∑

j=1

um
ij ρ2(xi, cj) (2)

where ρ : Rd × R
d → R+ ∪ 0 is the distance function to compute proximity of

an object xi to a centroid cj , and m ∈ R (m > 1) is the fuzzyfication degree of
JFCM (the algorithm’s parameter, which is usually taken as m = 2). Without
loss of generality, we may use the Euclidean distance, which is defined as follows:

ρ2(xi, cj) =
d∑

�=1

(xi� − cj�)2. (3)

FCM iteratively minimizes JFCM according to the following formulas:

∀j, � cj� =

n∑

i=1
um

ij ·xi�

n∑

i=1
um

ij

(4)

uij =
k∑

t=1

(
ρ(xi,cj)
ρ(xi,ct)

) 2
1−m

. (5)

Finally, Algorithm 1 depicts basic FCM.

Alg. 1. FCM(in X, m, ε, k; out U)
1: U (0) ← random(0..1); s ← 0
2: repeat
3: Compute C(s) by (4)
4: Compute U (s) and U (s+1) by (5)
5: s ← s + 1
6: until maxij {|u(s+1)

ij − u
(s)
ij |} ≥ ε

7: return U

4.2 The PgFCM Algorithm

The pgFCM algorithm is an in-PDBMS implementation of FCM. Our algorithm
provides a database partitioned among the disks of computer cluster nodes,
and performs fuzzy clustering by SQL queries where each database partition
is processed independently by the respective instance of the PargreSQL DBMS
described above.

Table 1 depicts design of pgFCM database. Underlined column name specifies
primary key, and double underlined column name specifies partitioning attribute
of the respective table. To improve efficiency of query execution, we provide index
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Table 1. Database scheme of the pgFCM algorithm

Table Columns Indexed column(s) Meaning

SH i, x1, x2, . . . , xd i Set of objects X,
horizontal
representation

SV i, �, val i, �, (i, �) Set of objects X,
vertical
representation

C j, �, val �, (j, �) Matrix of centroids
C, vertical
representation

SD i, j, dist i, (i, j) Distances between
objects xi and
centroids cj

U i, j, val i, (i, j) Matrix of
memberships U at
the s-th step,
vertical
representation

UT i, j, val (i, j) Matrix of
memberships U at
the (s + 1)-th step,
vertical
representation

file where indices by the primary key of the tables are automatically created, and
the rest indices are created manually.

FCM computations (2)–(5) require aggregations over columns of the input
table, which are directly impossible in SQL. To overcome this, in addition to
horizontal representation of the algorithm’s key data, namely set of objects and
the matrix of memberships, we provide their vertical representation. Such a
technique allows for using SQL aggregation functions SUM and MAX while imple-
menting computations in FCM as a set of SQL queries.

Alg. 2. pgFCM(in table SH, m, ε, k; out table U)
1: Initialize table U, table SV
2: repeat
3: Compute centroids by modifying table C
4: Compute distances by modifying table SD
5: Compute memberships by modifying table UT
6: TRUNCATE U; INSERT INTO U SELECT * FROM UT
7: δ ← SELECT max(abs(UT.val - U.val)) FROM UT, U WHERE UT.i=U.i

AND UT.j=U.j
8: until δ ≥ ε
9: SELECT * FROM U
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Algorithm 2 depicts implementation schema of pgFCM. The algorithm is
implemented as an application in C language, which connects to all PargreSQL
instances and performs computations by SQL queries over tables described in
Table 1.

Fig. 3. Implementation of initialization steps of pgFCM

Figure 3 shows how to form vertical representation of the SH table, and ini-
tialize the U table according to (1).

1 Computing c en t r o i d s by modi fy ing table C
2 INSERT INTO C
3 SELECT R . j , SV . � , sum(R . s SV . val ) /sum(R . s) AS val
4 FROM (SELECT i , j , U . valˆm AS s FROM U) AS R , SV
5 WHERE R . i=SV . i
6 GROUPBY j , � ;
7 Computing d i s t an c e s by modi fy ing table SD
8 INSERT INTO SD
9 SELECT i , j , s q r t (sum( (SV . val C . val ) ˆ2) ) AS dist

10 FROM SV , C
11 WHERE SV . �=C . � ;
12 GROUPBY i , j ;
13 Computing memberships by modi fy ing table UT
14 INSERT INTO UT
15 SELECT i , j , SD . distˆ(2ˆ(1 m) ) SD1 . den AS val
16 FROM (SELECT i , 1/sum(distˆ(2ˆ(m 1) ) ) AS den FROM SD
17 GROUPBY i) AS SD1 , SD
18 WHERE SD . i=SD1 . i ;

Fig. 4. Implementation of computing steps of pgFCM

Figure 4 depicts computational steps of the pgFCM algorithm. While modify-
ing the UT table, we exploit the following version of (5), which is more convenient
for computations in SQL:
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uij = ρ
2

1−m (xi, cj) ·
(

k∑

t=1

ρ
2

m−1 (xi, ct)

)−1

. (6)

5 The Experiments

We evaluated the proposed algorithm in experiments conducted on the Tornado
SUSU supercomputer [11]. In the experiments, we compared the performance of
pgFCM with the following analogs.

In [6], Ghadiri et al. presented BigFCM, the MapReduce-based fuzzy clus-
tering algorithm. BigFCM was evaluated on a computer cluster of one master
and 8 slave nodes over the HIGGS dataset [2] consisting of 1.1 · 107 the 29-
dimensional objects. Hidri et al. [9] proposed the parallel WCFC (Weighted
Consensus Fuzzy Clustering) algorithm. In the experiments, WCFC was evalu-
ated on a computer cluster of 20 nodes over the KDD99 dataset [1] consisting of
4.9 · 106 the 41-dimensional objects. According to the experimental evaluation
performed by the authors of the above-mentioned algorithms, both BigFCM and
WCFC overtake other out-of-DBMS parallel implementations of FCM, namely
MR-FCM [12] and Mahout FKM [30].

(a) pgFCM vs BigFCM over the
HIGGS dataset (n = 1.1 · 107,

d = 29, k = 2)

(b) pgFCM vs WCFC over the
KDD99 dataset (n = 4.9 · 106,

m = 41, k = 2)

Fig. 5. Comparison of pgFCM with analogs

We ran pgFCM on Tornado SUSU with a reduced number of nodes to make
the peak performance of our system approximately equal to that of the system
on which the corresponding competitor was evaluated. Throughout the experi-
ments, we used the same datasets that were employed for the evaluation of the
competitors. For comparison purposes, we used the run times reported in the
respective papers [6,9].
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For out-of-DBMS analogs, we measured the run time needed to export the
initial dataset from the PostgreSQL DBMS (as conversion of a table to CSV file)
and import the clustering results back into PostgreSQL (as loading of a CSV
file into DBMS as a table), and added these overhead costs to the clustering
running time of analogs. We assume the typical scenario when the data to be
clustered are stored in a DBMS, and it is necessary to export the data outside
the DBMS before clustering and import clustering results back into the DBMS
after clustering.

Experimental results are depicted in Fig. 5. As can be seen, pgFCM is inferior
to analogs in the performance of clustering. However, unlike the analogs, pgFCM
performs clustering inside a PDBMS and does not need to export data and
import results, and we can see that the proposed algorithm outruns analogs
with respect to the overhead costs on export-import data.

6 Conclusions

In this paper, we addressed the task of mining in very large data sets inside a
relational DBMSs, which remain the basic tool for data processing in various
subject domains. Integration of data mining methods with relational DBMS
avoids export-import bottleneck and provides the end-user with all the built-in
DBMS services (query optimization, data consistency and security, etc.).

To effectively process very large databases, we encapsulate parallelism into
the PostgreSQL open-source DBMS. Resulting parallel DBMS (called Par-
greSQL) is obtained by small-scale modifications of the original source code
of PostgreSQL. Such modifications took less than one per cent of whole source
code of PostgreSQL.

In this study, we implement Fuzzy C-Means clustering algorithm inside Par-
greSQL. The algorithms is implemented as an application in C language, which
utilizes PargreSQL API. We design the algorithm’s database in a way that allows
for employing SQL row aggregation functions. We carry out experiments on com-
puter cluster system using referenced data sets and compare our approach with
parallel out-of-DBMS solutions. The experimental evaluation shows that the
proposed approach overtakes analogs with respect to overhead on export data
outside a DBMS and import results of analysis back into a DBMS.

In further studies, we plan to apply PargreSQL to other data mining problems
over very large databases, e.g. association rules and classification.
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