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Abstract—Video summary is a sequence of still or moving pictures that represents the content of a video. Personalized summary provides a person with brief information reflecting essential message of the video according to his/her interests. Existing methods of discovering user’s personal interests often demands from the user either extra efforts or extra equipment, e.g. manually setting up relative preferences or camera to capture of eyes movement. The paper presents an approach to constructing personalized video summary utilizing user’s “like/neutral/dislike” estimations of videos watched beforehand. Summary is built as a sequence of scenes extracted from the video, which are most influencing the user. Most influencing scene contain a set of objects detected on video, which are in range of user’s interest. Formal definitions of most influencing scene and range of interest are given and mathematical model of constructing personalized video summary is described.
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I. INTRODUCTION

Video summary is a sequence of stills or moving pictures presenting the content of a video [1]. Personalized summary provides a person with brief information reflecting essential message of the video in accordance with his/her interests. Existing methods of discovering user’s personal interests often demands from the user either extra efforts, e.g. setting up relative preferences [2], manual selection of keyframes [3] or extra equipment, e.g. to measure user physiological response [4], or to capture of eyes movement [5].

In this paper we present an approach to constructing personalized video summary, which utilizes user’s “like-neutral-dislike” estimations of videos watched beforehand. Summary is built as a sequence of scenes extracted from the video, which are most influencing the user. Most influencing scene contain a set of objects detected on video, which are in range of user’s interest. The rest of the paper is organized as follows, Section II discusses related work. Section III gives the formal definitions and describes the mathematical model of constructing personalized video summary. Section IV contains concluding remarks and directions for future research.

II. RELATED WORK

A substantial amount of work has been done in the area of video data mining including the task of video summarization [1], [6]. Video summarization or video abstracting is the mechanism that allows the user to gain certain perspectives of a video document without watching/addressing the video in its entirety [7]. According to this research video summary could be either static or dynamic.

Static video summary is a simple set of keyframes which are extracted from the underlying video source. Dynamic video summary, also called video skin, consists of a collection of video segments (and corresponding audio) extracted from the original video [7].

Depending on the sources of information used for summary construction there are three types of video summarization techniques [6].

Internal summarization techniques in which technical information is used as the source of data for video summarization. This could be image features extracted from video frames, audio features, text analysis information, even code-specific video file’s metadata. In [8] an approach to create static video summaries by means of color feature extraction from video frames based upon k-Means clustering algorithm [9]. In [10] similar method for constructing dynamic video summary is described.

External summarization techniques analyse external (user-based) information during any stage of the video lifecycle [4]. This approach uses information about user’s physiological responses to determine memorable or emotionally engaging video content for a given user. It is assumed that these data then could be used for constructing video summaries specifically for this user. Another interesting study [11] presents an approach to video summarization based on analysis of facial activity.

Hybrid summarization techniques use both internal and external information in video summarization process. For example, in [5] audio-visual cues and textual annotation to detect important/informative events were used. For personalized video summary construction then eye movement and operation of remote controller of video player capturing has been used to analyse viewer’s behavior while watching a video.
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As it was mentioned above there are summarization techniques that allow to create personalized video summaries which are the summaries constructed for the particular person according to his/her personal preferences [4], [11]. While analyzing existing approaches to personalized video summarization we have divided them into several classes.

Techniques based upon usage of extra devices involve special equipment to collect some physiological data about particular user while he/she is watching video [4], [11]. This could be electrocardiogram, electroencephalogram or just a picture of user’s face which then used for facial activity recognition or eye movement tracking. After some preprocessing these data then become source of information about user’s interests.

Techniques that involve the user into the interests estimation process. There are studies devoted to personalized video summarization using information about user’s preferences defined by him/her manually. In [3] user have been asked to select several keyframes in a given video sequence, then those keyframes are used to perform the automatic temporal segmentation using the analysis of inter-frame similarity to the keyframes. After that the video summarization problem has been reduced to the knapsack problem. In [2] user has to define personal preferences in the application’s settings.

Techniques based on automatic user’s preferences analysis. This approach supposes automatic estimation of user interests using covert tracking his/her activity [5].

III. PERSONALIZED VIDEO SUMMARIZATION BASED ON USER PREFERENCES

In this section we describe an approach to personalized video summary construction by means of analysis of user’s preferences. The approach is based on the following ideas.

User’s estimations of videos in video database. Video database or video-on-demand system (e.g. YouTube) allows a user to rate videos providing he/she with simple binary “like/dislike” scale, which can be expanded by the neutral estimation if we additionally consider watched but unrated videos. Let us denote the expanded set of a user’s estimations as follows:

\[ E = \{ e^+, e^0, e^- \} \]  

Preprocessing of video is an activity devoted to extracting the metadata from video file while uploading it to the database. Preprocessing consists of two stages, namely video structuring and object detection.

Video structuring stage is performed using one of various scene detection techniques [12]. If we denote video as \( V \), its shot as \( s \) and number of frames as \( F \), then there is the following relationship between video and scene:

\[ V = \{ s_j \}_{j=1}^{N}; \quad 0 \leq n \leq F \]  

In these terms video summary \( r(V) \) is a subset of video scenes, which represents content of the whole video and its duration \( d(r(V)) \) does not exceed some predefined value \( L \).

\[ r(V) = \{ s_j \}_{j=1}^{N}, s_j \subseteq V; \]  

\[ d(r(V)) = \sum_{j=1}^{N} d(s_j); \]  

\[ d(r(V)) \leq L \]  

Object detection stage is based upon one of various object detection techniques (e.g. [13], [14]), etc.). Let us denote a set of all video objects detected inside the video database as \( O \) and the number of these objects as \( M \).

\[ O = \{ o_i \}_{i=1}^{M} \]  

Let us assume that there is a number of videos watched by the user, i.e. each one of these videos has got some estimation from the \( E \) set. Paying attention to the fact that we have information about the structure (2) and objects detected on these videos, we are now able to evaluate the importance of each object for the user based upon the probability theory.

Let us consider the fact of appearance of the object \( o_i \in O \) on the scene of the watched video as an \( A_i \) event. Additionally, we denote the number of scenes in the videos that are “liked”, “disliked” and “neutrally estimated” by the user as \( L_1 \), \( D_1 \) and \( N_1 \) respectively. Then the number of scenes that contain \( o_i \) object and belong to the videos that are “liked”, “disliked” and “neutrally estimated” by the user can be analogically denoted as \( L_i \), \( D_i \) and \( N_i \). The total number of all videos that are watched by the user we denote as \( W \).

Due to \( E \) is a full set of mutually exclusive events the value of statistical probability that the \( o_i \) object has affected the user’s evaluation of the video can be calculated as follows:

\[ P(A_i) = P(A_i|e^+) \cdot P(e^+) + P(A_i|e^0) \cdot P(e^0) + \]  

\[ + P(A_i|e^-) \cdot P(e^-) = P(A_i \cap e^+) + \]  

\[ + P(A_i \cap e^0) + P(A_i \cap e^-) \]  

where

\[ P(A_i|e^+) = \frac{L_i}{L}; \quad P(A_i|e^0) = \frac{N_i}{W}; \quad P(A_i|e^-) = \frac{D_i}{N} \]  

and

\[ P(e^+) = \frac{L}{W}; \quad P(e^0) = \frac{N}{W}; \quad P(e^-) = \frac{D}{W} \]

We denote the importance of the \( o_i \) object as \( Imp(o_i) \).

The value of \( Imp(o_i) \) can be estimated using the following equation:

\[ Imp(o_i) = P(A_i) \cdot \frac{L_i - D_i}{\max(1, N_i)} \]  

All the objects that significantly affect user’s estimations of videos we call user’s range of interest (ROI). We consider the \( o_i \) object to have a significant impact if \( |Imp(o_i)| \geq \text{minimp} \)
where minmp is a predetermined threshold and minmp ∈ \(R^+ \cup 0\):

\[
ROI = \{ o_i \in O \mid |Imp(o_i)| \geq \text{minmp} \} \tag{7}
\]

After we have found the user’s ROI, we are able to evaluate an impact of each scene \(s_i\) in any video, which has not yet been watched by the user, using the following equation:

\[
\text{Imp}(s_i) = \text{sgn}\left(\arg\max_{o_i \in s_i} \{|Imp(o_i)|\}\right) \cdot \sum_{o_i \in s_i} \text{Imp}(o_i) \tag{8}
\]

Now we can define personalized video summary \(pr(V)\) as an ordered sequence of scenes, which are detected on the video during the preprocessing and have the greatest impact on user’s estimations. Paying attention to the limitation on the duration of a video summary, we consider that the duration of this sequence should not exceed a predefined limit \(\text{mazd} > 0\).

\[
pr(V) = \bigcup_{i=1}^{t} s_i \mid s_i \subseteq V; \sum_{i=1}^{t} d(s_i) \leq \text{mazd}; \forall s_i \subseteq pr(V), s_j \not\subseteq pr(V) : |\text{Imp}(s_i)| \geq |\text{Imp}(s_j)| \tag{9}
\]

In (8) the \(\text{sgn}\) function gives the sign of the impact (positive or negative) of the most important object on the scene. This basically shows which of the estimates (1) of the full video we should expect and will be used in future work for the evaluation of the quality of the constructed video summary.

IV. CONCLUSION

In this paper we have described an approach to constructing personalized video summary utilizing user’s “like/neutral/dislike” estimations of videos watched beforehand. Summary is built as a sequence of scenes extracted from the video, which are most influencing the user. Most influencing scene contain a set of objects detected on video, which are in range of user’s interest. Formal definitions of most influencing scene and range of interest are given and mathematical model of constructing personalized video summary is described.

As future work we plan to implement a prototype of personal video summarization system based upon the described mathematical model.
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