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Abstract In this study, deep neural networks are developed to evaluate its perfor-
mance over wine data set from UCI repository. The data set consists of white and red
wine samples from Portugal. Previous studies claimed that Support Vector Machine
(SVM) outperformed the simple ANN and Multiple Regression (MR) on wine data
set. We trained different neural networks models with different hidden layers and
activations to understand if it is possible to achieve better accuracy. It is found that
deep learning approach is able to provide better prediction accuracy than SVM even
on a smaller data set.
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1 Introduction

Wine tasting is one of the popular leisure pursuits and a form of enjoyment among
people of all age. Portugal is one of the top tenwine exporters in the northwest regions
[1]. Its Vinho Verde wine is a popular brand being exported in northwest regions.
On the other hand, it a world known fact that alcohol consumption and consuming
bad or low-quality wine could be dangerous for health. Therefore, certification and
quality assessment are one of the parameters that wine manufacturers and exports
must follow.

In order to performwine certification, several physicochemical and sensory exam-
inations have to be done [2]. In the prior test, chemical properties of the wine, i.e.,
density of alcohol and pH values have to be measured in the laboratories whereas
the second one relies on human expertise. As taste of anything is one of the least
understandable by human senses [3] and wine is one of them. It is not wrong to say
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that wine classification is a complex job [4]. In addition, it is hard to fully understand
the relationship between laboratory tests and human sensory analysis [5].

Present world is equipped with high technology and advancement of generating
and maintaining huge, massive, and complex databases. This huge database consists
of important and crucial information which can be used for improved decision-
making after proper analysis [6]. Machine Learning (ML) techniques have a big role
to play in this improved decision-making process [7]. ML is efficient to extract the
crucial and hidden information from the massive data. ML techniques can be broadly
divided into supervised and unsupervised learning. In supervised learning, enough
samples with respective class values are available to develop a trained model which
can be tested further on new samples. In case, when class values are not available,
unsupervised learning comes into play. It groups the data into homogeneous segments
and further learning can be done to understand the samples in different groups. The
right selection of ML techniques must be done in order to perform fruitful analysis.
This selection usually depends on the nature of data under study. For continuous
data with numeric values, prediction using regression methods, i.e., linear/multiple
regressions are the preferred choice. However, these methods are based on certain
assumptions with the choice and relationship between dependent and independent
variables. Also, when the dimensions or the number of attributes in the data is large
then these methods may not provide efficient results. ML techniques such as SVM
and ANN could be better options in such cases [8, 9]. Both the techniques are quite
powerful and have a proven record in learning from continuous data (linear and
nonlinear features) and predicting good results. However, certain things must be
taken into consideration such as feature selection and model selection. All features
in the data set might not be useful for analysis; hence it is important to discard those
attributes that contribute very less or nothing in the prediction [10]. Further, model
selection for better accuracy relies on selection and adjustment of certain parameters
such as number of neurons in hidden layer in ANN and kernel parameters for SVM
[11]. However, several mechanisms are available to perform such activities but every
decision support systems need to be more accurate and precise.

ML techniques are one of the best options to predict the quality of wine based
on the data obtained from laboratory tests. There are some studies mentioned in the
literature that used ML techniques to predict the wine quality. However, they used
small sample obtained from laboratory tests. UCI repository is a well-known online
data repository system [12]. In 1991, first time thewine data set was submitted inUCI
repository which contains only 178 samples with 13 chemical attributes. This data
set was used widely to test with ML techniques and also used as a benchmark data
set for the further ML analysis. Sun et al. [13] used feed-forward ANN to predict
the geographical origins of wine. The data they used consists of 170 sample and
they mentioned to achieve 100% prediction accuracy. Further, ANN was again used
[14] to predict sensory features from a wine data set. They only used 36 samples
and achieved 6% error rate. Then 56 samples from the laboratory tests were used
to characterize Italian wine [15]. These studies attempted well but the data sample
used in these studies was quite small. Also, the ML techniques are widely known to
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work for relatively large amount of data. Then only, one can rely on the outcomes
produced by the ML techniques.

In this study, we are providing a case study on analyzing wine data using deep
learning technique. The results are compared with the existing results provided in
[4]. The deep learning model simply outperforms the SVM approach used in [4] and
provides better accuracy. The model can be utilized to predict the test score for each
new sample and would assist in decision-making process for wine producers and
consumers as well.

In the next Sect. 2, thematerials andmethods used are discussed. In Sect. 3, exper-
imental results and discussion have been provided which is followed by conclusion
in Sect. 4.

2 Materials and Methods

2.1 Data Set Description

Thewine data set available atUCI online repository database consists of 11 attributes,
i.e., fixed acidity (tartaric acid g/dm3), volatile acidity (acetic acid g/dm3), citric
acid (g/dm3), residual sugar (g/dm3), Sodium chlorides (g/dm3), free sulfur dioxide
(mg/dm3), total sulfur dioxide (mg/dm3), density (g/cm3), pH, potassium sulfates
(g/dm3), and alcohol (vol. %) amount. The target attribute to be predicted is the
quality scores on a range of 1–10 where 0 indicates the worst quality and 10 indicates
the best. The total number of instances for red wine is 1599 and for white wine 4898.

Figure 1 shows the distribution of samples among all the wine scores on a scale
of 0–10. Table 1 provides a statistical description of the attributes for both red wine
and white wine samples in the data set. In Fig. 2, the heat map for both the red and
white wine data set is provided. It was found that for red wine, alcohol and sulfates
have the most positive correlation with quality and the most negative correlation is
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Fig. 1 Distribution of samples among all the wine scores on a scale of 0–10
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Table 1 Statistical distribution of red and white wine samples

Red wine samples White wine samples

Min. Max. Mean StdDev Min. Max. Mean StdDev

Fix. acid. 4.6 15.9 8.32 1.74 3.8 14.2 6.85 0.84

Vol. acid. 0.12 1.58 0.53 0.18 0.08 1.1 0.28 0.10

Citr. acid 0 1 0.27 0.19 0 1.66 0.33 0.12

Residual sugar 0.9 15.5 2.54 1.41 0.6 65.8 6.39 5.07

Chlorides 0.01 0.61 0.08 0.05 0.009 0.346 0.046 0.022

Free sulf. oxd. 1 72 15.8 10.46 2 289 35.31 17.007

Tot. sulf. oxd. 6 289 46.47 32.9 9 440 138.36 42.49

Density 0.99 1.01 0.99 0.002 0.987 1.039 0.994 0.003

pH 2.74 4.01 3.31 0.154 2.272 3.82 3.188 0.151

Sulfates 0.33 2 0.66 0.17 0.22 1.08 0.49 0.114

Alcohol 8.4 14.9 10.42 1.06 8 14.2 10.514 1.231

Fig. 2 Heat map showing correlation of attributes for red wine data (left figure) and white wine
data (right figure)

with volatile acidity. For wine data set, alcohol has the most positive correlation with
quality and density has the most negative correlation.

2.2 Data Preprocessing

Previous studies considered all the attributes available in the data set for analysis. A
good data analysis approach recommends a thorough study of data and its attributes.
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Procedure1 : Sequential forward floating search (SFFS) 
Input  :
Output  :
Initialization :
  While True { 

            //selection of best attributes from the subset 

 //selecting least important feature 

   While  { 

    } 
  } 

All the attributes in the data set may or may not be relevant for the analysis. There-
fore, a preprocessing must be performed prior to begin analysis. In order to select the
most relevant attributes for analysis, the Sequential Forward Floating Search (SFFS)
[16] method has been used. The procedure of SFSS is illustrated in procedure 1.

SFFS starts with an empty set of relevant features to be selected from the uni-
versal set U. X j and Y j represent selected and remaining features, respectively, and
lowercase x and y represent single attribute value. J (X j ) is the feature evaluation
function. It measures the appropriateness of the attribute based on its characteristics.
Further, it keeps adding the relevant features to the X j , until the stopping criteria are
fulfilled.

2.3 Support Vector Machines (SVM)

In this study, we have used Multiclass Support Vector Machine (MSVM) technique
to train themodel. The description ofMSVM is briefly explained as follows: Initially,
Support VectorMachine (SVM) has been designed andwidely used for binary classi-
fication in which only two classes have to be predicted. Further, due to the demand of
classification and prediction problem for more than two classes motivated the design
of a new SVM which can handle the multiclass scenario. In 2001, some classifica-
tion models approaching multiclass classification issue were proposed [17, 18]. The
problem with these models had large computation complexity. Another study [19]
addressed the issue of large computational cost and proposed a simplified version of
multiclass SVM. In general, the multiclass SVM can be considered as One Against
One (OAO-SVM), One Against All (OAA-SVM), and Direct Acyclic Graph (DAG
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SVM) for classification of multiple classes. In this study, one against all SVM is
considered for analysis.

2.4 Deep Neural Network

A deep learning model can be defined as a hierarchical structure in which each layer
applies a linear transformation to the preceding layer. Assuming, a sample input
data D ∈ Rn×d , with n training samples of d dimensions or attribute values. The
number of neurons in input layer is based on the number of dimensions in the sample
data (d in this case). These input values are multiplied by the corresponding weights
and supplied to each of the neurons in hidden layers. Further, the output of these
hidden layers will again multiply with another weight matrix for next hidden layer
and so on. On each hidden layer, there is an activation function that decides which
neurons output should be forwarded to the input of next layer [20]. The popular
activation functions in practice are sigmoid, tanh, and ReLU. Sigmoid accepts a
real-valued single number and provides the output within the range [0, 1], whereas
tanh provides output within the range [−1, 1]. ReLU is an abbreviation of Rectified
Linear Unit. ReLU is the default activation function introduced in several machine
learning libraries recently. ReLU provides an output x for a positive real-valued
number otherwise 0.

Furthermore, the concept of backpropagation to reduce the prediction error has
been used. The error can be calculated using difference between the actual and
predicted output. Further, this error is propagated backward and weights on each
hidden layer can be modified accordingly.

3 Results and Discussion

Experimental analysis has been performed on Anaconda Spyder 3.6 version. Scikit
learn, pandas, keras with tensor flow as backend, etc. python packages have been
used to perform the analysis. First SVM analysis has been performed on both red
and white wine samples. Further, deep learning approach was used.

SVM model achieved the MSE 0.38. In order to evaluate the performance of
deep neural networks, we created four networks with different hidden layers and
trained for different number of iterations. All networks were trained with a batch
size of 200 samples and a learning rate α = 0.001. It can be seen in Figs. 3 and 4
thatMSE (Mean Squared Error) were reduced with more training iterations.We used
two popular activations functions sigmoid and ReLU. However, these functions have
shown different performance for white and redwine samples.With redwine samples,
neural networks with 1 and 2 hidden layers and sigmoid activation achieved lowest
MSE (0.29), whereas with ReLU activation, network with 3 hidden layers achieved
lowest MSE (0.22). With white wine samples, the network with 4 hidden layers and
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Fig. 3 MSE using deep neural networks for red wine samples with different hidden layers a using
sigmoid b using ReLU
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Fig. 4 MSEusing deep neural networks for white wine sampleswith different hidden layers a using
sigmoid b using ReLU

sigmoid activation achieved the lowest MSE (0.28), whereas the network with 3
hidden layers and ReLU activation achieved the lowest MSE (0.29).

Therefore, it has been observed in the analysis that it is possible to achieve better
accuracy with deep neural architecture; however, it is difficult to correctly identify
the appropriate number of hidden layers in the network. Therefore, it is suggested
to try several networks with different hidden layers and activation functions and it
must be trained sufficient number of times to reduce the MSE.

4 Conclusion

The study investigated the wine test preference analysis using deep neural network
on the available data on UCI repository. Earlier studies mentioned that SVM was
the best model to achieve the highest accuracy and minimum error in comparison to



1172 S. Kumar et al.

Multiple Regression, and simple ANN model. In this study, we created deep neural
network by increasing the number of hidden layers. It was found that MSE was
slightly reduced in newly trained networks with multiple hidden layers. Although,
for red and white wine samples the networks with different hidden layers performed
differently but the results were better than SVM. Therefore, it is recommended to
use different hidden layer network with different activation functions. Also, network
must be trained sufficient number of times to achieve the lowest MSE.
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