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In medical practice, the primary diagnosis of diseases should be carried out quickly and, if possible,
automatically. The processing of multimodal data in medicine has become a ubiquitous technique in the
classification, prediction and detection of diseases. Pneumonia is one of the most common lung diseases. In
our study, we used chest X-ray images as the first modality and the results of laboratory studies on a patient as
the second modality to detect pneumonia. The architecture of the multimodal deep learning model was based on
intermediate fusion. The model was trained on balanced and imbalanced data when the presence of pneumonia
was determined in 50% and 9% of the total number of cases, respectively. For a more objective evaluation of the
results, we compared our model performance with several other open-source models on our data. The experiments
demonstrate the high performance of the proposed model for pneumonia detection based on two modalities even
in cases of imbalanced classes (up to 96.6%) compared to single-modality models’ results (up to 93.5%). We
made several integral estimates of the performance of the proposed model to cover and investigate all aspects
of multimodal data and architecture features. There were accuracy, ROC AUC, PR AUC, F1 score, and the
Matthews correlation coefficient metrics. Using various metrics, we proved the possibility and meaningfulness of
the usage of the proposed model, aiming to properly classify the disease. Experiments showed that the performance
of the model trained on imbalanced data was even slightly higher than other models considered.
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Introduction

Pneumonia is the most common diagnosis in the world among all diagnosed lung diseases.
During the pandemic, this disease took the first place among all diagnosed human diseases .
Timely, fast, reliable detection of pneumonia can allow doctors to start using treatment as early
as possible, achieve positive dynamics, improve the prognosis of the course of the disease, and,
ultimately, improve the health of the population due to fewer resources. Modern deep learning
technologies allow the processing of data from several modalities at once, which is very practical
in the field of medicine. Indeed, in the clinic, the patient passes a lot of laboratory tests and
many different types of studies. The aggregation of the results of various types of medical research
was previously performed only by an experienced doctor. Now, this task can be taken over by
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multimodal deep learning models, at least with a recommendation and informative purpose,
acting in automatic mode.

The imbalance of data in the classification is a fairly typical situation in various fields of
science and practice. In medicine, the presence of a sufficient and approximately equal number of
training examples for each class of multiclass classification can be considered a great success for
a researcher designing a classifier model. Improbability methods in machine learning involve the
desire to align data in different classes. This is usually done by reducing a larger class (for example,
by random deletions) or increasing a smaller class (most often by combining an encoder/decoder
or using GAN). In turn, probabilistic machine learning models for solving binary classification
problems are weakly dependent on the balance of classes.

Logistic regression and decision trees certainly respond to class imbalance: a significant
change in the value of the free term and the impurity of leaves measure relative. However,
neither one nor the other change has a significant impact on the result of the prediction. In
regression, the determining factor is the slope coefficient, not the intercept. Trees share samples
with impurities approximately proportionally. Therefore, in the case when you do not need to
use SVM or other improbability models, you can work with imbalanced classes using the unequal
class weights for random forests, gradient boost, and its variations.

For multimodal data, probabilistic deep learning models are usually used. We solved the
problem of binary classification by attributing multimodal information about a patient to a class
of healthy people or a class of people with diagnosed pneumonia. We used as the dataset.
The number of patients diagnosed with pneumonia was 50. The number of healthy patients was
500. The imbalance of classes, when the smaller class is from 1% to 20% of the total capacity of
the dataset, refers to a moderate degree. The imbalance of classes in our multimodal model is
moderate, since the minority class accounted for 9.1% of the total data set.

When building multimodal models, an important issue is the fusion of modalities. Late or
early fusion of modalities is used only for certain types of tasks under certain data constraints.
The detection of pneumonia from X-ray images and electronic medical records of the patient’s
laboratory tests implies a careful choice of the fusion model due to semantic heterogeneity and
the remoteness of the modals from each other. The technical issues of implementing gradient
boosting in multimodal models are also non-trivial. If many single-modal models can often be
significantly improved by tuning hyperparameters, then the design of the architecture of a multi-
modal model is a more complex process. Here, it is necessary to take into account the side
effects of multimodality in the coordination and harmonization of learning outcomes, including
intermediate ones. Normalization methods that are used for single-modal learning may not be
sufficient. Metrics for evaluating the accuracy of multi-modality processing models are also the
subject of close study by many researchers .

In this paper, we have proposed approaches to solving the listed problems in addition to the
problem of detecting pneumonia.

The scientific novelty of the proposed solution is determined by the following:

1. A model of multimodal deep learning with intermediate fusion for detecting pneumonia from
X-ray images and the results of clinical studies of patients is proposed.

2. It is shown that balancing imbalanced data in a multimodal dataset using probabilistic
models is acceptable and does not lead to deterioration of classification results.
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The practical significance of the study is as follows:

1. The proposed multimodal model of deep neural network training on moderately imbalanced
classes allowed for a significant improvement in the quality of the binary classifier compared
to the results of training on a single modality with medical images, and maintained
comparable accuracy with the model trained on balanced multimodal data.

2. The necessity of studying and calculating various metrics of the quality of the multimodal
model for the formation of an adequate multiparametric assessment of various aspects of the

model is shown.

The article is organized as follows. In Section we provide brief review of related works.
Section [2| introduces our multimodal model of intermediate fusion. In Section we discuss
the results of the evaluation of the proposed model. summarize the results of the
research.

1. Literature review

Imbalanced data in multiclass classification is a typical situation in real business and
production processes. In the works various methods of working with imbalanced data in the
field of medicine are proposed. All these works were devoted to solving problems of multiclass
classification according to the data of one modality.

At the same time, when creating multimodal models, there are often their own peculiarities
of working with data. Multimodal deep learning models are subject to such problems as data
alignment between modalities, problems of mapping, translation, fusion and co-learning of
modalities .

It would be logical to assume that the complexity of multimodal models increases
complementarily when learning probabilistic models on imbalanced classes. However, in this
study, we found out that balancing classes in a multimodal model of pneumonia detection is an
optional step that can be abandoned when solving this problem.

When reviewing the modern literature, we could not find examples of the random removal
of samples from multimodal models for class alignment. The simplicity of implementing this
method is outweighed by a major disadvantage — when using it, valuable samples with useful
information may be lost. However, other methods of majority class undersampling are quite often
used by researchers to restore balance. So, in the work , the Tomek links search method is
used. This method works well on sets with a small number of features.

The authors of suggest using the Condensed Nearest Neighbor Rule. This method is
often used in a situation of imbalance of classes of a strong degree (< 1%).

In , data preprocessing was performed using one-side sampling of the majority class (or
one-sided selection). Computationally, it is quite demanding. It makes sense to use this method
when the dataset contains a small total number of samples.

Another type of algorithms — neighborhood cleaning rule — is suggested by . The main
result of this method is the removal of noise that interferes with the training of the model.

In , the authors propose an imbalanced multimodal model for estimating and forecasting
the value of real estate objects. The proposed model is based on oversampling, that is, increasing
the number of examples of a minority class. At the same time, a simple algorithm for duplicating
randomly selected samples was used.

In , the SMOTE algorithm (Synthetic Minority Oversampling Technique) was used
to solve the oversampling problem. The basis of this algorithm is the generation of artificial

2023, T. 12, Ne 3 21




Intermediate Fusion Approach for Pneumonia Classification on Imbalanced Multimodal...

samples. Using the nearest neighbor method, a certain number of neighbors are selected for the
sample. Then the feature vectors of each pair of neighboring features are multiplied by a random
value from the interval (0, 1). Thus, the feature vector of an artificially created sample in the area
of a minority class is calculated. Unfortunately, this approach works well only for single-modal
models with well-defined class domains. In the case when the vector space of features of different
classes intersects or is mixed, as is often the case when analyzing medical observation data, the
use of this method leads to a deterioration in the accuracy of classification.

The work uses the ACM (Adaptive Synthetic Minority Oversampling) algorithm, which
is a modification of SMOTE. The authors propose to perform the generation of artificial neighbor
feature vectors only within the cluster. This modification of the oversampling algorithm is
applicable to scattered classes, but greatly slows down the system, since it actually solves both
the clustering problem and the sampling problem. There is also a requirement for the presence
of clusters in the source data.

The authors of the paper have demonstrated that the use of the oversampling algorithms
described above is advisable only for binary classification, or if, in a multiclass classification, all
minority classes differ from the majority by the same amount. In conditions where all classes
(more than two) are imbalanced to varying degrees, the authors suggest using the ADASYN
algorithm. This algorithm assumes calculating the coefficient of the distribution of sample weights
within a minority class in order to generate artificial samples similar to the most important
samples for learning. The coefficient is calculated based on the analysis of distances to samples
of the majority class, which is a measure of complexity for training the model.

Thus, many researchers suggest balancing classes before training multimodal models. Such
preprocessing takes a lot of time and resources. At the same time, the training of modalities
is still carried out by probabilistic models that are insensitive to imbalance. Our idea is to
eliminate the class balancing stage when building the architecture of a multimodal model of
binary classification of medical data on lung diseases.

2. Methods

2.1. Data preprocessing

To test our hypothesis, we had to prepare two versions of the dataset — the imbalanced and
balanced ones. The imbalanced dataset contained information about 50 patients with diagnosed
pneumonia and 500 healthy people. We would like to make a reservation that by healthy people
we meant patients who were represented in the same medical multimodal dataset, with diagnosed
brain diseases, primarily with sleep disorders of various nature.

The dataset consisted of two modalities — X-ray images and the results of laboratory tests of
patients’ blood and urine. Images in the frontal position of the earliest registration were selected
for each patient. As it is correct, for patients with pulmonary diseases, X-ray examinations were
carried out repeatedly, with the preservation of all images in the medical history. With the
course of treatment and the development of the disease, changes in the condition of the lungs
were displayed on later images. Therefore, we took only primary images to train the model.

With regard to clinical data, the dataset in question had some redundancy for solving a
particular problem of detecting pneumonia. In general, there are 1630 parameters of clinical
analyses in the dataset. The reduction of the number of parameters occurred in several stages.
First, all parameters that were not found in all patients were removed. After this operation,
523 parameters of clinical analyses remained. At the second stage, we made maps of the frequency
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of parameters and removed those that mainly occurred only in patients of a certain class. At
the same time, we were guided by a threshold of 80%: if the parameter was observed in 80% of
healthy and 80% of sick people, then such a parameter fell into our sample.

In medical practice, the patient receives an appointment for the delivery of parameters
repeatedly. Usually, when a patient is hospitalized, the main indicators of blood and urine are
studied. Further, with a primary and clarified diagnosis, the doctor prescribes additional studies.
Therefore, at the last, third stage, we selected for consideration only those tests that were taken
from patients at the beginning of hospitalization, thus eliminating disease-specific tests from
consideration. In the end, we left 49 parameters of medical tests.

We obtain a balanced dataset through the sampling procedure, which is described below.

2.2. Data sampling

Imbalanced classes were the source data for sampling for us. To obtain balanced classes, we
used the method of generating artificial samples of the greatest importance — ADASYN .
First, we used the SVM method to visualize class boundaries in two-dimensional space and found
out that a number of samples of the minority class are quite close to the samples of the majority
class, sometimes even mixed. That is why, of all the sampling methods, we chose and applied the
ADASYN method in order to set the samples at the borders with greater weight and generate
most of the artificial samples of the minority class in such “mixed” zones. This allowed us to make
the boundaries between classes clearer. Also, we compared the predictive ability of the proposed
model with the single-modal models described in E . In all the works, references to the source
codes were given and the authors’ permission to use their code to conduct experiments on other
datasets was posted. All the work was processed only X-ray images and determined the presence

of pneumonia.
2.3. Multimodal model of intermediate fusion

The general architecture of the proposed multimodal model is shown in figure. To process
the modality of chest X-ray images, we chose the MobileNetV2 model. To process clinical data,
we chose the Attention model presented in the Keras framework. The fusion of modalities was
carried out according to an intermediate type. In the final metamodel, four embeddings were
submitted for input — two from each modality. The first embedding of the clinical data modality
came from the last learning layer of the transformer model. The second embedding moved from
the last layer after pooling and compaction. The embeddings of the convolutional neural network
used to train the classification of X-ray images were received, respectively, after the first and last
block of convolutional layers.

The deep concatenation method was used for fusion, after which the metamodel created a
fully connected level using the ReLLU method and collapsed it using the SoftMax method.

We applied the classical loss function to self-tune the model:

N
Loss =~ > wlog () + (1= P)log (1= (). (1)

2.4. Model validation

To test the accuracy of the model and the hypothesis as a whole, we compared the results
not only between the two proposed models with balanced and imbalanced classes, but also with
models that are publicly available for binary classification of healthy people and people with
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Fig. Architecture of the proposed multimodal classification model

diagnosed pneumonia . The presented models were single-modal and could only process
lung X-rays.

We chose several metrics for training because classical single metrics cannot specify all the
aspects of the multimodal data. The evaluation of the quality of the multimodal model is carried
out both individually for each class (using the precision and recall metrics), and integrally, for
all classes (metrics F1, PR AUC, and Matthews correlation coefficient).

The classical Accuracy metric for evaluating the accuracy of the model is useless in a situation
with imbalanced classes. This metric will tend to inflate values for incorrectly defined negative
classes, which will lead to low predictive ability.

The Precision metric can be interpreted as the proportion of correctly classified objects of a
positive class, while the Recall metric shows what proportion of objects of a positive class out
of all objects of a positive class the algorithm has found. An important feature of these metrics
is that they are calculated not on the basis of predicted estimates, but on the basis of predicted
classes.

There are several metrics called Fg which harmonize two metrics above — Precision and
Recall. When evaluating the effectiveness of multimodal models, the F1 metric is traditionally
used, which equally takes into account the importance of Precision and Recall.

For our task, it is more important to correctly identify the present disease than its absence.
Thus, the F1 metric is suitable for our case, since we are very interested in the correct definition
of a positive class.

The ROC AUC metric should not be used in our case. This metric is good when we have
well-balanced classes and care about both true positive and true negative prognosis. In the case
of 1:10 balance between classes, the false positive rate for highly imbalanced datasets is pulled
down due to a large number of true negatives.

Unlike ROC AUC, PRAYS metric, like F1, focuses mainly on the positive class (Precision
and True Positive Rate), pays less attention to the frequent negative class in imbalanced data.
Therefore, this metric is also an adequate choice for our case.

Another popular metric for evaluating a model with imbalanced classes is the Matthews
correlation coefficient. This coefficient is more complete compared to the F1 metric. The fact
is that when using the F1 and PR AUC metrics, the key is the statement about which class
is interpreted as positive — minority or majority. When exchanging labels, the value of the F1
metric will change, it will need to be recalculated. At the same time, the F1 metric completely
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ignores the true negative rate, which gives a certain limitation in the interpretation of the results
of the model. The Matthews metric does not have these disadvantages, so it is advisable to use

it in our case.

3. Results and discussion

We have run the full training cycle of the multimodal model five times. Here we present
the averaged results of the model (Tab. . To generate balanced classes, we used the ADASYN
method.

Table 1. Comparison of accuracy and losses in different models

Model Test accuracy, % | Test loss, %
Single modality CXR |1 93.0 4.81
Single modality CXR |2 B 92.8 3.93
Single modality CXR NSGANETV? |3 93.5 4.11
Proposed model on balanced classes - 95.9 2.14
Proposed model on imbalanced classes 96.0 2.11

As can be seen from the above data, the accuracy of the model using artificial balancing
of classes and in the original representation of classes is almost the same, even with a slight
advantage in favor of imbalanced classes. As we expected, the use of probabilistic deep learning
models embedded in modern transformers and convolutional networks for binary classification
allows us to work without pre-calibration of imbalanced classes in the presence of a sufficient
number of samples. This result could be due to the nature and power of the dataset used, as well
as the successful architecture of the multimodal model. We will not dare to assert the possibility
of extrapolating this statement in relation to other tasks, models and datasets. However, the
potential possibility of such elimination of one of the steps of data preprocessing may become a
decisive factor when choosing models in conditions of limited time and computational capabilities
of researchers. Tablepresents the results of calculating metrics for evaluating the accuracy of
the proposed multimodal model on imbalanced classes.

Table 2. Comparison of metrics on the proposed model

Metric | p6C AUC | PR AUC | F1 score | M2ttHews
Dataset coefficient
Train 0.9827 0.9627 0.9577 0.9583
Test 0.9780 0.9480 0.9501 0.9455

The ROC AUC metric, as expected, has lower values, as it has a lower sensitivity to the
minority class. This metric gives a false sense of the high accuracy of the model, but does
not describe the real predictive ability of the model. The remaining metrics, PR AUC, F1
score, Matthews coefficient, give a more adequate assessment of the accuracy of the model on
imbalanced data.
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Conclusions

In this study, we tested the hypothesis that imbalanced data in a multimodal deep learning
model for binary classification of the definition of pneumonia is not always necessary to undergo
a balancing and alignment procedure.

For the dataset under consideration with a moderate degree of class imbalance, we found
out that the generation of artificial samples with subsequent affixing of their correspondence to
analogues in other modalities is optional. The training of a multimodal deep learning model by
probabilistic algorithms for processing individual modalities is even slightly higher in accuracy
than the results of the same model on artificially balanced data.

Excluding the data balancing step from data preprocessing before training the model can
significantly increase the learning rate, and at the same time solves the problem of matching
artificially generated samples in various modalities.

We conducted a study of the predictive ability of the model using several metrics. For
imbalanced classes, the F1 and Matthews coefficient metrics showed a more adequate assessment

of the accuracy of the proposed multimodal model.

This study is supported by the Russian Science Foundation regional grant No. 23-21-10009.
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B memumumCcKOl TpaKkTHKE MEPBUYHYIO AMATHOCTUKY 3a00JIEBAHMI CIIEyeT MPOBOAUTH OBICTPO U IO BO3MOXK-
HocTH aBroMaTudecku. O6paboTKa MHOMOMOJAJIBHBIX TAHHBIX B MEIUIINHE CTaJIa IOBCEMECTHO PACIIPOCTPAHEHHBIM
MEeTO/IOM KJIACCUMUKAIINH, IPOTHO3NPOBAHUS U OOHapY KeHus 3a0oseBannii. IIneBMoHus — onHO U3 HauboJsIEee pac-
MIPOCTPAHEHHbIX 3a00JIeBaHUil JIETKUX. B HallleM uccaeqoBaHWM M1 BBISBJIEHNUS THEBMOHUHU MBI HCIIOJIB30BAJIN
PEHTTEeHOrPaMMBI OPTaHOB I'PY/IHOI KJIETKH B Ka4eCTBE MTEPBOM MOJAJHLHOCTH U PE3YJIBTATHI JJAOOPATOPHBIX UCCIIe-
JOBaHWI TAIIMEHTA B KAYECTBE BTOPOI MOIAIbHOCTH. APXUTEKTYpa MHOTOMOJAJILHOM MO1en 1i1yGOKOro o0y deHust
OblJIa, OCHOBaHa Ha IIPOMEXKYTOYHOM ciusgHun. Mojens o0ydasiach Ha COAJTaAHCUPOBAHHBIX U HECOAJTAHCUPOBAHHBIX
JIAHHBIX, KOTJa HAJIA9Iue THeBMOHHMU onpeensanock B 50% u 9% oT obmmero umcsa cirydaeB COOTBETCTBEHHO. JIis
6oJiee OOBLEKTUBHOI OIIEHKY PE3Y/IbTaTOB Mbl CPABHUJIA TPOU3BOIUTEIHLHOCTD HAIIEH MOIEN ¢ HECKOJBKUMHU JIPY-
TUMU MOJIEJISIMA € OTKPBITBIM HCXOJHBIM KOJOM Ha HAIIUX JAHHBIX. DKCIEPUMEHTBI JEMOHCTPUPYIOT BBICOKYIO
3 HEKTUBHOCTD MPEJIOKEHHON MOJIE/IN BBISABICHUsT THEBMOHUH IO JIBYM MOJAJIBHOCTSM Jlake B CIydasx HecOa-
JIAHCUPOBAHHBIX KJaccoB (10 96.6%) 1o cpaBHeHMIO ¢ pe3ysbraTaMy OJHOMOJAJBHBIX Mozeseii (1o 93.5%). Mer
CIeJIaJ I HECKOJIbKO MHTErPAaJIbHBIX OIEHOK IPOM3BOIUTEIBHOCTH IIPEIaraeMOil MOJEIH, YTOObl OXBATUTD U HC-
CJIEJIOBATH BCE aCHEKTbI MHOTOMOJAJIBHBIX JAHHBIX M OCOOEHHOCTEN apXUTEKTYPbl. BBLIN MOKA3aTEIn TOYHOCTH,
ROC AUC, PR AUC, nokazarens F1 u koaddunmenra koppensinuu Marbioca. Vcrnosb3ysi pa3andHble MeTpU-
KU, MBI JIOKa3aJI1 BO3MOXKHOCTD U I[€JIeCO00PA3HOCTD UCIIOJIBL30BAHUS IIPEJIJIO?KEHHON MOJIEJH C I[EJIIO IIPABUILHOM
kitaccuduKanuy 3a00JIeBaHnsl. DKCIEPUMEHTHI [TIOKA3aJIl, 9YTO TPOU3BOIUTEIHLHOCTD MOJIENIN, OOy YeHHO HA HecOa-
JIAHCUPOBAHHBIX JTAHHBIX, JlayKe HEMHOTO BBIIIE, Y€M y JPYTUX PACCMOTPEHHBIX MOJIEJIEi.

Karouesvie ca08a: MH020M00aADHAA MOOEAD, NPOMEICYMOUWHOE CAUAHUE, MHEBMOHUA, 2iYybokoe 06yveHue,
HeCOaNAHCUPOBarHBLE OGHHDLE.
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