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Abstract—This article presents the concept of the digital twin 
of a city. The urban economy is a complex multi-vector system. 
Creating a single digital twin of such a system is now a difficult 
task to solve. In this article the concept of a digital twin of a city 
is presented. The authors propose an evolutionary approach to 
this problem, according to which digital twins of individual 
elements of the urban environment are consistently built on a 
single hardware and software platform. These digital twins are 
linked in a single cooperative system that allows one digital twin 
to use data produced by other digital twins. The article gives the 
definition and architecture of such a system. It describes the 
classes of models that can be used to create digital twins. Special 
attention is paid to neural network models and models for data 
analysis. The information infrastructure of the digital twin of a 
city, including sensory networks, data cleansing mechanisms and 
nebulous calculations, is considered.  

Keywords—digital twin, smart city, urban management, neural 
networks, data mining, sensors, fog computing 

I. INTRODUCTION  
Information technologies have become the main driving 

force of social and economic development today. Innovative 
methods of data gathering, and analysis are gradually replacing 
well-established mechanisms of city management. Unlike 
statistical samples that tend to become outdated by the time 
they are analyzed, “big data” can be processed in real-time, 
improving the quality and speed of decision making. Big Data 
in urban governance complements and expands the traditional 
types of information about a city. Thus, thanks to Big Data, it 
became possible to monitor behavioral patterns and analyze 
urban lifestyle at the intersection of such well-known 
categories as population, economic development, construction, 
and infrastructure, etc.  

The digital revolution and the global spread of the Internet 
have given rise to such phenomena as “Data-Driven City” 
(DDC) [14] and “Smart City”. Smart City can be defined as a 
strategic approach to integrating data and digital technologies 

to ensure sustainability, citizen welfare and economic 
development of the urban environment [37]. The Smart City 
concept defines a space in which the key components of the 
urban infrastructure (environment, emergency management, 
traffic management, and power) are integrated in such a way 
that their functions and capabilities can easily be combined 
with each other as well as with new systems [29]. 

The Russian Ministry of Construction Industry in 
cooperation with Lomonosov Moscow State University has 
developed the “IQ of cities” index aimed to digitalization of 
urban economy within the framework of the “Smart City” 
project, which is being implemented within the framework of 
two national projects, namely “Housing and Urban 
Environment”, and “Digital Economy”. “IQ of cities” is 
calculated in ten areas (urban management, intelligent housing 
and utilities, innovation for the urban environment, smart urban 
transport, intelligent systems of public and environmental 
safety, tourism and services, intelligent systems of social 
services, economic conditions and investment climate, 
infrastructure communications networks), and contains 47 
indicators [17]. One of the important indicators of “IQ of 
cities” is the presence of a digital twin of the city. 

The “Digital Twin” (DT) concept ensures the development 
and support of virtual models of real-world objects and 
processes. The DT approach relies on the ability to receive and 
effectively process data flows collected automatically through 
distributed “Internet of Things” (IoT) sensor systems. The DT 
of the city is gradually filled with the data of the real city, 
collected in real-time from deployed IoT infrastructure and 
urban information systems. DT supports forecasting of changes 
in the state of urban infrastructure, and to offer optimal 
solutions by analyzing information on the dynamics of people 
and transport, their interdependence and their fluctuations in 
time and space. In addition, regardless of the current state, the 
digital twin allows analysts to answer “what if” questions, 
helping to understand how cities equipped with intelligent 
technology, will function in a particular economic, 
environmental and social conditions, and identify the factors 
that contribute to possible failures [28]. The article [32] 
considers the results of the analysis carried out by the Urban 
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Planning Institute of Spatial Modeling and Development 
“Giprogor Project”, in which 10 most complex solutions for 
creating the digital twins of cities were considered. The list 
includes Singapore, Amaravati, Boston, Newcastle, Jaipur, 
Helsinki, Rotterdam, Stockholm, Rennes and Antwerp. As 
noted in the paper, Russia also faces the inevitable process of 
digitalization of cities, as it leads to a significant increase in the 
quality of life of citizens. Among the Russian solutions 
approaching the vision of “Smart City” as a digital service that 
provides a qualitatively new level of service for the citizens of 
the city is the “Smart Cities of Rosatom” project [36]. Services 
for searching for relevant information, tracking the work of 
urban services, collecting feedback on current urban problems, 
etc. provided to residents of several cities in Russia as part of 
this project. 

The purpose of this article is to study the existing 
technologies for building digital twins of cities. For this 
purpose, we need to define the concept of a digital twin of the 
city, to analyze the simulation methods that can be used to 
build digital twins, as well as to systematize information 
infrastructure, which should ensure the functioning of the 
digital twin of the city. The article has the following structure. 
Section I defines a digital twin of the city, describes its 
architecture and functional requirements. Section II discusses 
the classes of models used to create digital twins. Section III 
describes the information infrastructure of the digital twin of 
the city, including sensor networks, data cleansing and fog 
computing. The results are summed up in the conclusion. 

II. DIGITAL TWIN OF THE CITY: DEFINITION, STRUCTURE, 
FUNCTIONALITY 

Digital Twin (DT) is an integrated multi-physical, multi-
scale probabilistic simulation of a complex object that uses 
physical, mathematical, simulative and other models to obtain 
the most accurate representation of the corresponding real 
object based on analysis of data from sensor networks and 
other sources [21]. 

The digital twin of a city is a system of interconnected 
digital twins, representing certain aspects of the functioning 
and development of the urban environment. These digital twins 
support fine-tuning and synchronization with the real state of 
urban infrastructure through data from various sources in real-
time [32], [35]. A continuous flow of data generated by 
different sources in the digital infrastructure of a smart city is 
the key to the effective functioning of the city digital twin. We 
can highlight the following as an example of such sources (see 
Fig. 1). 

� Information about traffic flow of city residents, 
including information about the traffic of private, 
commercial, and public transport, as well as traffic 
congestion collected through various mechanisms 
(information about transactions of the “single travel 
card”, the results of traffic monitoring, etc.). 

� Information about physical parameters of the urban 
environment obtained in real-time from arrays of 
intelligent sensors (both private and public) allows 
monitoring and analysis of such parameters as air 

temperature and humidity, the number of suspended 
particles and chemical composition of air, noise 
pollution, radiation level, the chemical composition of 
water, etc. linked to the geographical position. 

� Data from outdoor surveillance cameras allow for 
intelligent analysis of such characteristics of the urban 
environment, which is impossible or difficult to collect 
by other means (traffic congestion along freeways and 
pedestrian roads, contamination, and quality of the road 
network, identification of individual objects and 
events). 

� Data from open sources (such as open state portals and 
services, data on meteorological conditions, open 
reporting information of business entities, etc.) allow us 
to enrich models of intelligent data analysis. 

 

Fig. 1. An example of the interface's appearance 

The collected data allow us to provide the functioning of 
the complex of digital twins of the city. We can point out the 
following examples of such digital twins [8]: 

� A digital twin of urban infrastructure, which is an 
interactive 3D model of buildings, structures, 
engineering communications and other urban 
infrastructure.  

� A digital twin of the transport network, which provides 
monitoring and forecasting of development of the 
situation of transport availability, the efficiency of 
public transport, etc. 

� A digital twin of urban ecology that provides 
mechanisms for monitoring and forecasting the 
environmental condition of the urban environment, 
including the quality of soil, water, air, etc. 

� A digital twin of power engineering, etc. 

The digital twin of the city provides the following features: 

� Monitoring of the current state of the urban 
environment. 
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� Rapid response to emergencies. 

� Efficiency assessment of design solutions. 

� Identification of sources of potential risks. 

� Forecasting of situation development considering 
historical data. 

The digital twin of the city is an extremely complex, 
integrated solution, the development of which can and should 
be implemented in stages, through evolutionary development 
and integration of specific solutions aimed at solving the most 
urgent (“point”) problems. The analysis shows that such 
solutions are now being implemented everywhere in the world, 
not only in advanced metropolitan areas but also in large and 
medium-sized cities. The application of such systems, together 
with the “Internet of Things” technologies makes it possible to 
solve several problems on a completely different level [26]. 

� Pollution control and regulatory impact analysis 
through an environmental survey. 

� Microclimatic weather forecasts based on an urban 
sensor network. 

� Efficiency improvement and cost reduction through 
waste removal and recycling on demand rather than on 
a schedule. 

� Improving the situation on the roads and saving fuel 
through smart traffic lights and road markings. 

� Rational energy consumption thanks to city lighting on 
demand. 

� Optimization of snow removal operations thanks to 
real-time data about the situation on the roads, weather 
conditions and the nearest snow removal vehicles. 

� A smart irrigation system in parks and public areas that 
considers weather conditions and current conditions. 

� Smart surveillance cameras for crime tracking and the 
AMBER Alert automated alert system in real-time. 

� Smart parking solutions that help you automatically 
find the best parking spot. 

� Monitoring the wear and tear and condition of bridges, 
streets, and urban infrastructure to ensure timely 
maintenance and extended service life. 

As an example, we can point out the digital twin of the 
Takamatsu city, Japan, with a population of 420 thousand 
people. As a pilot project, the city authorities have 
implemented two digital twins: the digital twin of monitoring 
and prevention of emergencies (especially flooding), and the 
digital twin of tourist attraction of the city [22]. 

The digital twin for monitoring and prevention of 
emergency situations is based on the collection and analysis of 
data from water level sensors located throughout the city and 
provides real-time monitoring of flood risk in each of the city 
districts. Also, the system provides monitoring of the condition 
of shelters for city residents by collecting information from 
humidity sensors and electricity consumption in each of the 

shelters. Mobile application available to every resident of the 
city allows not only to notify in advance the residents of the 
area at risk but also to provide all necessary information in case 
of emergency, including the way to the nearest functioning 
shelter. 

Monitoring of the movement of rented bicycles (as the 
most attractive method of moving around the city for tourists) 
was introduced in terms of the digital twin of tourist 
attractiveness of the city. Comparison of the geo-track 
movement of rented bikes with the data on the tourist (age, 
gender, nationality, etc.) allows forming a map of the most 
tourist important points of the city, to plan and evaluate the 
effectiveness of marketing campaigns to promote tourist 
attractions (including support for the multi-lingual 
environment, etc.). 

III. MODEL CLASSES 
Digital twins use various approaches to model real objects 

and technological processes, including statistical and intelligent 
data analysis methods, computational modeling methods such 
as finite element method, etc. [25]. Each of these methods 
needs specific computational resources. For example, data 
mining methods require a warehouse with large storage 
capacity and high bandwidth to collect and access the 
analytical data, as well as high scalability of the computer 
system to process them; machine learning methods require 
computer nodes with graphic accelerators installed, and models 
employed the finite element method require high performance 
CPUs with large amount of RAM [4]. This section discusses 
different classes of models used to create digital twins. 

The physical model provides computer simulation of 
physical processes running in time. The construction of such 
models in practice is associated with the use of modern 
modeling packages, such as ANSYS. Basic physical models 
used to build digital twins: 

� models based on the Navier�Stokes equation 
(simulation of hydro-gasodynamic processes); 

� models based on the finite element method (simulation 
of structures made of solid materials). 

An example of physical model application for building a 
digital twin can be found in [27]. The authors present the 
results of numerical modeling of dispersion in the atmosphere 
of air pollutants generated by flue gas extraction from fuel 
combustion at thermal power plants. The model employs the 
Navier�Stokes equation and is implemented through the 
ANSYS CFX-CFD package. 

The optimization model provides search of target function 
optimums in case of restrictions with the use of mathematical 
methods. The structure of the optimization model consists of 
the target function, an area of acceptable solutions and a 
system of constraints defining this area. The main task of the 
optimization modeling is to find the function extremum under 
constraints in the form of equations and inequalities. 

The basic approaches to the optimization modeling are as 
follows: 
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� Linear programming; 

� Mixed Integer Programming; 

� Non-linear programming. 

An example of the application of optimization models is 
the optimization of the city street gardening program [41]. This 
study attempts to define a planning model that determines the 
location and type of green spaces based on their multiple 
effects (e.g., cooling and connectivity improvement) and 
calculates the cost of implementation using meta-heuristic 
optimization algorithms. Another example is optimization of 
road construction [6]. The article solves the problem of 
searching for the best construction plan taking into account 
preconditions and interdependencies of benefit from project 
completion. The problem is formulated as a two-level problem 
where the objective function is to minimize generalized costs, 
and the lower level takes into account the route selection by 
drivers.  

The simulation modeling is a method of research, in which 
the system under study is replaced by a computer model, 
simulating with sufficient accuracy the processes occurring in 
the real system, with which experiments are conducted to 
obtain information about this system [24]. Bright 
representatives of simulation models can serve as models of 
distribution of energy resources to end users [19]. Another 
striking example is the prototype of the system presented in the 
article [9]. The prototype includes a three-dimensional model 
of the built-up environment, a street network model using the 
theory and method of space syntax, urban mobility modeling, 
wind flow modeling and a number of empirical quantitative 
and qualitative data using voluntary geographic information 
(VGI). In addition, the urban digital twin was implemented in a 
visualization platform for virtual reality. 

A. Data Mining Based Models 
Models based on data mining are used to discover 

previously unknown, non-trivial, practically useful, and 
feasible for interpretation knowledge from the data, which are 
necessary for making strategic important decisions in various 
spheres of human activity [13]. As a part of development a 
digital twin of the city, the data mining based model allows for 
solving the following main tasks: 

� discovery of the impact of factors on each other; 

� discovery of the impact of factors on the indicator; 

� prediction the values of factors and indicators. 

Let us consider methods for solving the tasks above 
through the example of analyzing the concentration of fine 
suspended particles in the city air (hereinafter denoted as n and 
measured in MACs where MAC stands for maximum 
allowable concentration). Let we have a database containing 
the sensor data given in Table 1. 

Discovery of the impact of factors on each other is 
performed by the pattern mining methods [1]. The pattern is a 
stable association rule of the form “IF antecedent, THEN 
consequent”, where non-empty and non-overlapping sets of 

factors appear as antecedent and consequent. An example of 
two such rules is presented below: 

� IF Wind force>10 m/s AND Humidity>65% THEN 
Dirty vehicles>75%; 

� IF Day=Monday THEN Emissions from city plants>1.5 
Ktons AND Emissions from regional plants>3 Ktons. 

TABLE I.  SENSOR DATA 

 
The stability of a rule is determined through two basic 

measures: support and confidence. Rule support is the 
probability of records in the database that contain both 
antecedent and consequent. Rule confidence is the conditional 
probability of the presence in the database of records in which 
the consequent is present, under condition that these records 
contain antecedent. In practice, rules are chosen as patterns, if 
their support and confidence exceed the thresholds (minsup and 
minconf, respectively) predefined by an expert in a given 
subject area. For pattern mining, the main algorithms are 
Apriori [2], FP-Growth [15], and Eclat [43], and their 
numerous modifications including parallel versions [45]. 

Discovery of the impact of factors on the indicator can be 
performed as constructing a hierarchy of factors reflecting the 
degree of influence of a factor on the indicator: the higher the 
factor in the hierarchy, the greater its influence on the 
indicator. The solution of this task assumes classification of 
data in the sensor database based on decision trees [33]. Fig. 2 
shows an example of a decision tree that classify the days of 
observations by the “Concentration of fine suspended 
particles” indicator with the following classes: “less than one 
MAC”, “between one and two MACs”, “between two and 
three MACs”, and “more than three MACs”. 

Prediction the values of factors and indicators can be 
performed based on both neural network models (see Section 
B) and data mining models. In the latter case, the solution of 
the problem involves two steps (see Fig. 3). At the first step, 
the forecast of the values of the factors is carried out based on 
the regression models [10]. At the second step, using the 
obtained predicted values of the indicators and the previously 
constructed classification model, the predicted value of the 
indicator is calculated. 
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Fig. 2. An example of classification model of data mining 

 

Fig. 3. Model for prediction the concentration of fine suspended particles 

B. Neural Network Models 
Artificial neural network (ANN) is a mathematical model, 

as well as its software or hardware implementation, built on the 
principle of organization and functioning of biological neural 
networks [44]. The ANN is a system of connected and 
interacting artificial neurons. Each neuron of such a network 
deals only with signals that it periodically receives and signals 
that it periodically sends to other neurons. As a result of 
training, the neural network is able to detect complex 
relationships between input and output data, as well as to 
perform generalization and will be able to return the correct 
result based on data that was absent in the training sample, as 
well as incomplete and/or “noisy”, partially distorted data. 

Convolutional neural network (CNN) - special architecture 
of artificial neural networks aimed at image analysis. A 
convolution neural network consists of several layers: 
convolution layers, sub-sampling layers, and layers of an 
“ordinary” neural network (full-coupled), a perceptron. The 
first two layers (convolution and sub-sampling), alternating 
among themselves, form an input vector of features for the 
perceptron [3]. The convolution layer includes cores of 
convolution, which are weight matrices processing the 

previous layers by fragments. At present, there are many 
implementations of convolution neural networks for solving 
tasks of a smart city. Worth-noting examples are as follows. 
Detectron2 [40] is a software system Facebook AI Research 
[11] that implements modern algorithms of object detection 
such as Faster R-CNN, Mask R-CNN, RetinaNet, DensePose 
and others. YOLOv3 [34] is a real-time object detection 
system. Thanks to the wide range of available options, you can 
choose the version most suitable for the application. For 
example, Tiny YOLO [12] is the most “compact” version, 
which can work even on smartphones. 

Neural network models are used to solve the tasks of the 
following classes. 

� Detection of objects in the image. For example, 
detection of motor transport type and presence of dirt or 
garbage on it, including several objects in one image at 
once. 

� Detection of complex non-linear dependencies between 
the initial data and target values. For example, building 
models of dependence of fine-dispersed particles 
concentration on various factors, assessment of the 
degree of factors' influence.  

� Construction of recommendation systems. For example, 
decision support systems to manage urban traffic to 
reduce harmful emissions into the atmosphere. 

An example of a neural network model to assess urban 
traffic at an intersection is AIMS (Artificial Intelligence 
Monitoring System) [38]. The aim of the project is to develop 
and implement a system to assess the efficiency of road 
infrastructure use, forecast traffic congestion and total toxic 
emissions from motor vehicles. The use of deep-learning 
neural networks allows collecting, interpreting and aggregation 
of data on road traffic intensity and classification in real time. 

Intelligent system for monitoring traffic flows and road 
infrastructure allows you to solve a number of complex 
problems at once, such as collection, interpretation and 
aggregation of road traffic data, identifying underutilized 
resources in the transport infrastructure, reducing capital and 
operating costs. The system makes it possible to evaluate the 
efficiency of real-time traffic management solutions (changes 
in traffic signal cycles, transfer of markings, etc.), forecast total 
emissions of toxic exhaust gases from motor vehicles, taking 
into account atmospheric and climatic conditions. The program 
will also warn about exceeding MAC at nodes (intersections) 
of the street and road network, which will prevent a negative 
scenario (by increasing the capacity of the node, limiting traffic 
for trucks). 

The technology using trained neural networks, does not 
require large costs for server equipment and video cameras. To 
monitor a large intersection, it is often enough to install one 
street surveillance camera [38]. An example of such system 
operation is shown in Fig. 4. 

Another example of using neural network technologies is 
the task of detecting garbage on city streets [42]. The general 
structure of the model operation scheme is shown in Fig. 5. 
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Fig. 4. Example of neural network operation for car recognition 

 

Fig. 5. Example of a neural network operation to detect garbage in the image 

The foreground area, joint thermal maps and joint positions 
are obtained by subtracting the background and joint 
evaluation. The algorithm then tracks the pedestrians and finds 
the object they are carrying. Once an object is detected, it is 
tracked with a correlation filter tracker that works in real time. 
At the same time, the distance is gradually simulated between 
the joint of each person and the object being tracked. If a 
change in distance between an object and a person is detected, 
the algorithm generates a warning about garbage disposal. 
Experimental results have shown high efficiency of the 
proposed method. 

IV. INFORMATION INFRASTRUCTURE OF THE DIGITAL TWIN 
OF THE CITY 

The information infrastructure of the digital twin of the city 
includes the following components: 

� sensors that collect information,  

� networks that transmit data,  

� software systems that deal with data cleansing, 

� software complexes, which are engaged in intelligent 
data analysis. 

In order for the DT to ensure synchronization between the 
state of the process in the real world and its virtual copy, we 
must ensure that the DT can receive, transmit and analyze the 
data stream from the IoT devices. 

A. Sensor Networks 
Both existing sensor infrastructure and new sensor clusters 

can be used to collect information. The following typical types 
of data sources can be distinguished: 

� surveillance cameras; 
� pressure sensors; 
� humidity sensors; 
� temperature sensors; 
� air pollution sensors; 
� geolocation data of vehicles; 
� information from passengers' travel cards, etc. 
There are several layers of communication through which 

data collected from sensor networks pass. One of the variants 
of such classification is the division of communication 
channels by the coverage area into the levels of field, local and 
global computer networks [8]. 

The field level of communication provides data 
transmission at distances from dozens of centimeters to 
hundreds of meters, from the place of data generation to the 
first node at the edge of the network, responsible for data 
collection and further retransmission. Low-speed, low-power 
information channels are used for data exchange at this level. 
Communication protocols at this level include industrial 
network protocols, such as Modbus and HART, which are 
focused on the operation of wired networks such as 
RS-232/RS-485 and “Current Loop”. Wireless communication 
technology has also expanded significantly in the last decade, 
providing opportunities for wireless data transmission from 
sensor systems. Among the most famous wireless protocols of 
the field level are Bluetooth; WirelessHART; ZigBee (IEEE 
802.15.4); Z-Wave; NFC; RFID and others (see Fig. 6). 

The level of local area networks provides data transmission 
within a local network deployed near data sources (at distances 
of hundreds of meters to kilometers). Standard network 
solutions based on the TCP/IP communications protocol stack 
are mostly used today at this level. The family of Ethernet 
technologies is used to organize wired networks, and wireless 
networks are implemented based on a family of Wi-Fi 
protocols (IEEE 802.11). 

At the level of global computer networks, data are 
transmitted over the Internet. Tele-communication operators, 
including operators of cellular networks, satellite 
communications, Low-Power Wide-Area Network (LPWAN, 
see Fig. 6) are responsible for this level of operation. Such 
protocols as MQTT, CoAP, HTTP, which provide 
opportunities for synchronous or asynchronous data 
processing, are commonly used to organize transmission and 
efficient data processing in global networks [26]. Backbone 
telecommunications solutions such as Gigabit Ethernet, EPON, 
and GPON are used for wired data transmission. Low-power 
global networks, including those based on LoRa protocol, can 
be organized for wireless IoT data transmission. It should be 
noted separately that cellular networks can be used to provide 
direct connection of IoT devices to Internet nodes based on 2G 
(GSM), 3G, LTE, 5G technologies. 
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Fig. 6. Diagram of comparison of speed and range of data transmission by 
different communication channels [26] 

B. Data Cleaning 
During its work, a sensor may often produce the “dirty” 

data that contain incorrect, abnormal or missing values. This 
can be caused by human factors, scheduled sensor 
maintenance, sensor or communication line failures, etc. The 
dirty data cannot be subsequently used in the models based on 
data mining and neural networks since it results in an 
unreliable output. Thus, for use in the digital twin of the city, 
the sensor data need to be cleaned [39], [47]. Cleaning sensor 
data involves the following basic operations: outlier detection 
and imputation of missing values. 

Outlier detection supposes finding single values and 
subsequences in the time series of the sensor data that are 
significantly deviate from the rest data of the series [7]. 
Imputation of missing values involves the generation of the 
synthetic values of the time series of the sensor data instead of 
incorrect or missing ones based on analysis of historical data of 
the given sensor and/or sensors geographically/semantically 
related to this one [5]. The solution of these tasks can be 
performed based on both data mining models and neural 
network models [23], [31] including parallel algorithms [46], 
[48]. 

Thus, a digital twin of a city should include an important 
component, namely Data Cleansing Module (DCM), which 
provides outlier detection and imputation of missing values in 
the data streams coming from the system's sensors. DCM is 
organized in accordance with the following basic principles. 
First, before entering the Data Center, the data stream of each 
group of sensors must be processed according to its own 
cleaning rules. Second, the cleaned data stream of each sensor 
group must be regularly monitored according to its own 
verification rules. 

The cleaning rule determines the set of correct values for 
each group of sensors (for example, the minimum and 
maximum values, the dependence of the values of a given 
group on the values of sensors of other groups, etc.). The 
verification rule for a given group of sensors determines the 
frequency and method for assessing the likelihood of 
synthetically generated values instead of missing or anomalous 
ones. To assess the likelihood, DCM exploits various measures 
(for example, the normalized mean absolute error, the mean 

square error, etc. [16]) and corresponding thresholds. The low 
likelihood of synthetic values revealed as a result of 
verification is a reason to revise methods and algorithms 
implemented in DCM. 

C. Fog Computing 
The concept of Fog Computing is useful for processing 

information from multiple Internet of Things (IoT) sources. 

Fog computing is a multi-level model, which is an 
extension of the concept of cloud computing, facilitating the 
deployment of distributed applications and services, taking into 
account network latency, on so-called fog nodes (physical or 
virtual), located between intelligent end devices and centralized 
(cloud) services. Fog nodes are context-dependent and support 
a unified data management and communication system. They 
can be organized into clusters vertically (to support isolation), 
horizontally (to support service federations) or linked to the 
network proximity of smart end devices. Fog Computing 
minimizes network response time of supported applications 
and provides end devices with local computing resources and, 
if necessary, a network connection to centralized services [18]. 

While cloud computing provides potentially limitless 
resources for solving tasks that require substantial computing 
resources, fog computing provides: 

� Provisioning of computing resources near endpoint 
devices. 

� Pre-processing of data before it is sent to the cloud. 

� Solving tasks that require minimal response time. 

The task of data pre-processing from CCTV cameras can 
serve as an example of using Fog Computing to organize 
effective data processing. Today, the city can accommodate 
hundreds of outdoor surveillance cameras, which provide video 
monitoring services to cover a large area of objects of special 
interest to urban management. If the resources of a single data 
processing center (cloud) are used for data analysis, the task of 
transferring the video data stream through the main channels 
from such a large array of cameras can be significantly 
complicated. To solve this problem, one must resort to certain 
compromises, which include: 

� Strong compression of the video stream. 

� Reduced resolution of transmitted video information. 

� Limitation of the number of transmitted frames per 
second, etc. 

Such solutions result in the lack of quality information to 
ensure efficient operation of the intelligent model used in the 
cloud system to analyze incoming data. A possible solution to 
this problem is to deploy a network of fog nodes near video 
sources. These nodes consume and perform a preliminary 
analysis of video data in its original quality, providing 
solutions to such problems of video data pre-processing as: 

� Segmentation and selection of objects of interest. 

� Background removal; 
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� Intellectual compression of the video stream. 

This significantly reduces the volume and quality of data 
transferred to the cloud, improving the quality of the intelligent 
data analysis system [20], [25], [30]. 

V. CONCLUSION 
In this article, we analyzed the existing technologies for the 

construction of digital twins of cities. The definition and key 
components that make up the city digital twin have been 
considered. We also examined examples of solutions that can 
already be considered the first steps to building a full-featured 
digital twin.  

We have considered the key methods for simulation of real 
objects and technological processes, which find their 
application in the implementation of digital twins. Separately, 
based on practical examples, we considered models based on 
intelligent data analysis, and neural network models.  

We also described the key elements of the information 
infrastructure of the digital twin of a city and considered the 
key elements of that infrastructure, such as sensor networks, 
combined with raw data cleaning systems. It was separately 
noted that for the successful construction of such a system it is 
necessary to form an information environment based on the 
concept of the Fog Computing Model, since the tasks of pre-
processing data flows often require substantial computational 
resources for pre-processing data located close to the sources. 
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